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Abstract—A unique electromagnetic (EM)–electrothermal
global simulation tool based on a universal error concept is pre-
sented. The advantages of this electrothermal model are illustrated
by comparison with a commercial electrothermal circuit simulator.
The first description of a fully physical, electrothermal, microwave
circuit simulation, based on coupling of the Leeds Physical Model of
MESFETs and high electron-mobility transistors, to a microwave
circuit simulator, fREEDA (NCSU), is presented. The modeling
effort is supported by parallel developments in electrooptic and
thermal measurement. The first fully coupled EM–electrothermal
global simulation of a large microwave subsystem, here a whole
spatial power combining monolithic-microwave integrated-circuit
(MMIC) array, is described. The simulation is partially vali-
dated by measurements of MMIC array temperature rise and
temperature dependent -parameters. Electrothermal issues for
spatial power combiner operation and modeling are discussed. The
computer-aided-design tools and experimental characterization
described, provide a unique capability for the design of quasi-op-
tical systems and for the exploration of the fundamental physics of
spatial power combining devices.

Index Terms—Electromagnetic (EM) measurements,
electromagnetic (EM) modeling , electrothermal effects, global
modeling and simulation, microwave circuits, power devices,
quasi-optical power combining, spatial power combiners, thermal
measurements, thermal modeling.

I. INTRODUCTION

SPATIAL power combining and quasi-optic arrays are
being developed as high power sources at millimeter

wavelengths. Major advances in performance have been based
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largelyonintuitiveandempiricalconstructionandnotobtainedas
the result of intensive computer-aided design (CAD). Until now,
noCADtoolhasbeenable tohandle thecomplexnatureandcom-
putational magnitude of the global simulation problem, required
to describe spatial power combining systems in their entirety.

This paper describes the first application of such a tool to the
global coupled electromagnetic (EM)–electrical–thermal sim-
ulation of a spatial power combining array and represents the
highest level of global modeling reported to date. This is com-
bined with the description of a joint experimental program ca-
pable of validating the global model [1].

Global modeling developments implemented in the simula-
tionsdescribedhere include:1)auniversalerrorconceptbasedon
state variables and local reference terminal formulations, which
facilitates the tight integration of disparate analyses; 2) a thermal
multiport model based on generalized network parameters for
nonlinear thermal systems, giving a fully analytical and minimal,
thermal impedance matrix description of arbitrarily complex
systems, without the use of numerical methods and avoiding the
need for all model order reduction techniques; 3) a generalized
scattering matrix (GSM) formulation that enables the cascading
of EM partial models, so as to integrate differing EM analyses
and develop an EM model of the distributed parts of the array, as
well as supporting circuit ports with total current and voltage as
required for interfacing to the circuit model; and 4) application
of the global environment to a very large microwave problem
demonstrating the robustness of the approach. In short, this paper
presents and validates a philosophy for global modeling of very
large problems which includes minimal approximations and
close adherence to system physics, as well as readily achieving
global convergence.

The structure of this paper is as follows. Firstly, global circuit
simulation, based on the circuit simulator fREEDA (previously
Transim), is introduced. This is followed by brief description of
the compact Leeds thermal impedance matrix model of three-di-
mensional (3-D), nonlinear heat flow in complex systems. The
resulting coupled electrothermal capability in fREEDA is con-
trasted with a commercial electrothermal simulator. This is fol-
lowed by description of the integration in fREEDA, of the Leeds
Physical Model (LPM) of MESFETs and high electron-mobility
transistors (HEMTs), yielding a unique, fully physical, circuit
level simulation tool. EM precomputation, for global EM-elec-
trothermal system simulation is then outlined. This is followed
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Fig. 1. X-band “tray/card” MMIC array spatial power combiner used for
global EM-electrothermal simulation and experimental validation.

by brief details of a parallel program of experimental devel-
opments aimed at the characterization of microwave subsys-
tems. Experimental measurements on the “tray/card”-band
amplifier, Fig. 1, are presented and compared against thermal
simulations. The first global EM-electrothermal simulation of
an entire spatial power combining array is described. Finally,
electrothermal issues for spatial power combiner operation and
modeling, are discussed briefly and conclusions are drawn.

II. GLOBAL CIRCUIT SIMULATION

The power combiner simulated in this study is an-band
“tray/card” structure introduced in [2] and illustrated schemat-
ically in Fig. 1. The actual structure modeled and measured is
a 5 5 monolithic-microwave integrated-circuit (MMIC) array
in an aluminum tray framework of size 12 cm9 cm 5 cm.

Explicitly coupled global EM-electrothermal circuit level
simulation is achieved by employing the microwave circuit
simulator fREEDA [3]. fREEDA implements a global simula-
tion approach in which concurrent EM, circuit, mechanical and
thermal analyses are supported. The high-level circuit abstrac-
tion is retained and the results of EM and thermal analyses of
the spatially distributed physical subdomains are incorporated
into the circuit framework as EM network parameters and
generalized thermal network parameters, respectively. This
global circuit simulation philosophy is described in [4].

fREEDA employs a local reference terminal concept [5]. The
conventional nodal specification allows circuit elements to be
connected in any possible combination and only one reference
terminal (commonly called ground) is used. With spatially dis-
tributed circuits it is possible to make nonphysical connections
such as connecting a nonspatially distributed element, say a re-
sistor, across two physically separated (relative to the wave-
length) parts of the circuit, e.g., the opposite ends of a trans-
mission line. The local reference concept avoids this kind of
problem because a different reference terminal is used in each
different physical location or domain. Then, in an electrothermal
simulation, the thermal ground is not the same terminal as the
electrical ground. This concept is, therefore, fundamental to the
analysis of spatially distributed circuits as well as for simulta-
neous thermal–electrical simulations.

In fREEDA, parameterized models [6] are used to allow the
modeling of nonlinear devices in different analysis types, dc,
ac, state variable harmonic balance (HB) [7], convolution tran-
sient [8], wavelet transient [9] and time-marching transient [10],
using a single implementation of the device equations [3]. The
state variables are not required to be artificial voltage-like or
current-like quantities. In this way the number of nonlinear state
variables is reduced to the minimum necessary, the models can
be formulated to avoid positive exponential dependencies and
the resulting code can be developed faster and maintained more
easily as the equations need only be coded once.

The use of state variables, with network parameters for
distributed systems and combined with a universal error
concept, means that fREEDA can implement virtually any
physical description in its modeling scheme, with the number
of nonlinear unknowns generally much smaller than the number
of unknowns in conventional circuit analysis.

fREEDA is free software distributed under the Gnu license
and is available at [11].

A. Universal Error Concept

The combination of state variables and the local reference ter-
minal concept enable a global error formulation central to the
CAD environment described here. First the quantities of each
type of analysis (thermal circuit, etc.) are designated as either a
flux or a potential, both of which are functions of state variables.
Thus when the model of a single elemental component is evalu-
ated, one or more flux and potentials are calculated as a function
of one or more state variables. For elements that are connected
together, fluxes at the common terminal must sum to zero and
all potentials at the common terminal must be the same. Devi-
ations form the error which is minimized by adjusting the state
variables. For example, in a circuit the flux is current, the poten-
tial is voltage and the local reference terminals are local ground;
in a thermal system flux is heat flow, the potential is tempera-
ture and the local reference terminal is absolute zero kelvin; in a
mechanical system the flux is force, potential is position and the
local reference terminal is an inertial reference frame, etc. Sim-
ilar interpretations can be developed for other physical systems.
One of the consequences of the error formulation described here
is that nonlinear solution is robust and the state variables enable
problem formulation with a minimal number of unknowns and
error functions. This concept, presented in this paper for the first
time, is the glue that enables fully physical system level simu-
lations integrating the disparate analyses presented here.

III. T HERMAL IMPEDANCE MATRIX MODEL

The fully analytical thermal impedance matrix model for the
treatment of the global electrothermal modeling problem, is now
describedbriefly[12]–[14].TheLeedsthermal impedancematrix
modelhasbeendescribedat length in [14].Thiscompactmodel is
obtainedthroughfullyanalyticsolutionoftheheatdiffusionequa-
tion in complex structures, based on domain decomposition into
regularsubvolumes.Thenonlinearheatdiffusionequation iscon-
verted into a fully linear equation by appropriate transformations
of variable [15]–[17]. Analytic series solutions for thermal sub-
systemsareacceleratedfor rapidprecomputationprior tocoupled
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Fig. 2. Schematic (not to scale) of a power FET grid array representative of
one form of spatial power combiner architecture.

electrothermal cosimulation [18]. The thermal model is coupled
to both a fully physical device simulator, the quasi-two-dimen-
sional (quasi-2D) LPM of MESFETs and HEMTs [12], [13] and
a circuit simulator [14]. This enables fully self-consistent elec-
trothermal co-simulation on CAD timescales.

The complexity of the electrothermal simulation problem for
large microwave subsystems is illustrated in Fig. 2 [19]. The
aim is to provide a thermal description from submicron active
device channels, to the cm cm scale of the whole
grid array, including the effects of all structure from power FET
surface metallization, air bridges and vias, through to the
array of substrate mounted GaAs die. This thermal description
must be compatible with coupled electrothermal co-simulation
of the whole device on CAD timescales.

Under successive Kirchhoff transformation of temperature,
and transformation of time, [15]–[17], the non-

linear 3-D heat diffusion equation

(1)

Fig. 3. N -level multilayer with arbitrarily distributed volume sources for fully
analytical construction of thermal impedance matrixR (s). Inset:N -port
described by generalized multiport thermalZ-parametersR (s).

becomes

(2)

where is temperature dependent thermal conductivity,
is rate of heat generation, is density, and

is specific heat. where is the Kirchhoff
transformation temperature and diffusivity .

Construction of the time dependent thermal solution with
volume heat sources/sinks and arbitrary initial conditions,
requires the solution of Helmholtz’s equation in Laplace
transform -space. Multilayer systems, Fig. 3, are treated fully
analytically by use of a 22 transfer matrix approach. Arbitrary

-level structures can be treated [14], [20]. The most general
analytical subvolume solution is constructed for the generic
thermal multilayer of Fig. 3.

By averaging the resulting analytical solution over power dis-
sipating and temperature sensitive volumes and areas, the solu-
tion reduces to the thermal impedance matrix form

(3)

where is the Laplace transformed temperature rise of el-
ement above its initial temperature, is the thermal
impedance matrix in Laplace-space and the are the trans-
formed time-dependent fluxes due to power dissipation in ele-
ments, . For illustration, the corresponding
form of the thermal impedance matrix for a single layer is shown
in (4) at the bottom of this page, where , are the -coor-
dinates of the planes bounding heat dissipating volume,, in the
-direction. is the corresponding- cross section and

(5)

(4)



BATTY et al.: SIMULATION AND EXPERIMENTAL VALIDATION FOR A SPATIAL POWER COMBINING MMIC ARRAY 2823

(6)

with then represents the gener-
alized multiport thermal -parameters for a thermal -port,
Fig. 3 (inset). The -parameters are evaluated either directly
in frequency space , giving the impulse response,

, for use in HB simulation, or by analytical or
numerical Laplace inversion [21], [22] in the time domain,
giving the step response , for
use in transient simulation [14].

By netlist combination of such thermal subvolume solutions,
with arbitrary time dependent fluxes imposed analytically at in-
terfaces, this approach readily includes MMIC structural detail
such as surface metallization, vias and air bridges, as well as
global structure at the level of the whole spatial power combiner
array [14].

A. Implementation and Characteristics

With the above analysis the nonlinear thermal modeling
problem has been rendered as a linear matrix problem. Imple-
mentation of the thermal model leads to a library of thermal
elements that are handled using conventional linear modified
nodal admittance matrix techniques. The nonlinear problem
thus becomes one of handling the interface of thermal sub-
volumes with each other and electric elements and handling
nonlinear thermal radiation and convection.

The basic thermal element is a rectangular volume or multi-
layer and the methodology can be applied to other regular vol-
umes such as cylinders. The method requires no volumetric or
full surface discretization. Only discretization at interfaces be-
tween subvolumes is required and is used to establish interface
terminals. The thermal impedance matrix approach in fREEDA
solves the 3-D heat diffusion equation exactly analytically in all
its finite rectangular subvolumes, i.e., with no one-dimensional
(1-D) approximations or edge effects.

The authors have compared previously the Leeds thermal
impedance matrix model against the comprehensive elec-
trothermal modeling and measurement capability of Szekelyet
al. [23]–[25] and the Leeds model has been clearly placed in the
context of wider thermal and electrothermal modeling in [14].
In this paper, its advantages are illustrated by comparison [19]
against a state-of-the-art alternative electrothermal modeling
technology as described by Hefner and Blackburn [26], [27]
(and implemented in the commercial program Saber). Here
the 3-D heat flows are approximated by assuming symmetry
(rectangular, cylindrical or spherical) and so reducing the
corresponding 3-D heat diffusion equation to a 1-D form. An
approach ofad hocmodifications is used to treat effects due
to lateral and spherical heat spreading and the effects of 3-D
geometry at edges and corners. The reduced 1-D equation is
solved only approximately based on finite difference discretiza-
tion. Each thermal element (e.g., Si chip, package, module, and
heatsink) requires customized thermal analysis before entry
into a component library.

In contrast, the most primitive thermal subelements in the
present work are simple rectangular subvolumes and mul-
tilayers, which can be connected together at will, by netlist

specification, to describe any arbitrarily complex 3-D structure.
The user does not need to do any heatflow analysis in fREEDA,
this is done essentially exactly by the thermal impedance matrix
approach. Once a complex structure like a metallized FET,
MMIC, MCM, etc., has been constructed, its corresponding
thermal impedance matrix can be saved for later re-use, i.e., it
becomes a library component.

An implicit assumption in Saber is that heat flow is vertical,
e.g., from top Si chip to bottom heat sink. It allows only vertical
matching of its thermal components. In contrast, thermal ele-
ments in fREEDA can be connected vertically, horizontally and
embedded within each other. This give much greater flexibility
for describing complex heat flows such as the fully 3-D heat
flow occurring in a “tray/card” spatial power combiner. Fully
analytical 3-D solution should also give a more accurate descrip-
tion of mutual thermal interaction between heating elements in,
e.g., a module or a multifinger device die. In addition elementary
thermal subvolumes can have arbitrary distributions of volume
power dissipations located anywhere in the body of the thermal
element.

A major advantage of the thermal impedance matrix model
is that it can treat fine structural detail, such as surface metal-
lization, air bridges, vias, etc., that are known to be essential
in accurate description of power FETs and MMICs, e.g., [28].
The method can describe such detail in a minimally compact
manner, based on analytical, accelerated series, solutions which
remove all resolution limitations over length scales from sub-
micron device channels, to 10 cm and larger structures. The
number of terminals is minimal as, unlike discretized methods,
no redundant internal terminals are constructed and only the
minimum number of terminals consistent with connection of the
electrical and thermal networks are required. This minimal de-
scription is achieved whilst still incorporating full details of fine
structure on CAD timescales.

Unlike any other electrothermal modeling technique, the
thermal impedance matrix approach is independent of the
simulation domain, [14] and the same thermal model (same
analytical formulae and code) is used in dc, small signal, tran-
sient and HB analyses. Using HB analysis, for example, which
is not available in many circuit simulators, nonlinear distortion,
spectral regrowth [or adjacent channel power ratio (ACPR)]
can be evaluated, taking fully into account electrothermal
effects on widely varying time scales that would be problematic
if transient analysis were employed. Both the transient and
steady-state behaviors of mixed-signal, RF and microwave
circuits are of interest to a designer [29].

IV. FULLY PHYSICAL DEVICE MODEL

This section describes the coupling of fREEDA (NCSU)
to the LPM [31]–[34] of MESFETs and HEMTs to provide a
unique, fully physical, circuit level simulation tool [35]. Very
few fully physical, circuit level, CAD timescale, simulations
have been described in the literature previously [36] and
none of these provide an EM-electrothermal description of
microwave circuits.

The LPM is a thermally self-consistent model, describing
MESFETs and HEMTs by means of hydrodynamic energy



2824 IEEE TRANSACTIONS ON MICROWAVE THEORY AND TECHNIQUES, VOL. 50, NO. 12, DECEMBER 2002

Fig. 4. Electrothermal circuit for illustration of dc and transient
implementation of the LPM in fREEDA.

transport equations in the quantum-well (QW) plane: conti-
nuity, momentum conservation and energy conservation. These
equations are solved in the quasi-2D approximation, producing
speedups of over 1000 compared to fully 2-D hydrodynamic
models, with typical simulation times of 0.005 s, suitable for
CAD. Despite the quasi-2D approximation, device cross sec-
tion is fully described by a charge control model propagating
a series of Gaussian boxes along the device channel. In the
HEMT, charge control in the direction perpendicular to the
QW layer is obtained by self-consistent Poisson-Schrodinger
precomputation, with results stored as a lookup table. This
physical time-domain model has large-signal capability and is
fully predictive, with device performance determined entirely
by input of material parameters and device geometry such as
epilayer thicknesses, doping levels and gate recess profile.

The LPM has been integrated into the dc and transient
analyses of fREEDA. State variables have been chosen appro-
priate to the LPM implementation: and temperature
for the dc case; and and temperature for the RF case.
The LPM is coupled to fREEDA through pipes, as a separate
process. This allows simple integration, with no core changes
to either model and avoiding any conflicts between global
variables or functions. Multifinger transistors and multitran-
sistor systems, can then be simulated efficiently by running
simultaneously several instances of the LPM. This offers
obvious potential for efficient parallel implementation. The
interprocess communication overhead is small.

The coupled dc implementation is illustrated by elec-
trothermal simulation of a power HEMT. The coupled
electrothermal circuit is illustrated in Fig. 4 (which also
includes an RF source appropriate to transient simulation). The
HEMT is mounted on a GaAs die, which can be described,
with full inclusion of die metallization, as a thermal 1-port.
A multifinger device would be described by a similar thermal

-port. Such fully physical simulation allows, for instance,
exploration of dc performance under variation of device layout
and geometry. Such an analysis has been described by the
authors in [37], which studies optimization of multifinger FET
design by nonuniform finger spacing. IsothermalI–V curves
are compared against the results of coupled electrothermal
simulation in Figs. 5 and 6.

The electrothermal curves show the well known thermal
droop characteristic of power devices. Corresponding tem-

Fig. 5. Isothermal dc simulation for a power HEMT based on the LPM in
fREEDA.

Fig. 6. Fully coupled electrothermal dc simulation for a power HEMT based
on the LPM in fREEDA.

perature rise in the device channel, as a function of bias, is
illustrated in Fig. 7.

All three figures contain 80 simulation points per curve
and total simulation time was 5 min on a Pentium III CPU
at 550 MHz. No matter what degree of detail is included in
the thermal description, if nonlinear interface matching is
neglected only thermal precomputation time increases and has
no impact on coupled electrothermal simulation time.

To illustrate fully physical, self-consistent, electrothermal
transient simulation, calculations were performed describing
response to turn-on of a 0.5-MHz signal (lying within the
significant thermal response range of the GaAs die, which acts
as a thermal low-pass filter), Fig. 8.

Transient simulation over 100 cycles took 3 min on a
Pentium III CPU at 550 MHz. Again, study of the impact of
thermal factors such as die size, via placement and metalliza-
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Fig. 7. Temperature rise in the device channel of a power HEMT as a function
of applied bias, by coupled electrothermal dc simulation based on the LPM in
fREEDA.

Fig. 8. Fully coupled electrothermal RF simulation, showing temperature rise
as a function of timet in the active device channel of a power HEMT, based on
the LPM in fREEDA.

tion heat capacity, neglecting interface nonlinearity, will affect
only thermal precomputation time, not coupled electrothermal
simulation time.

These dc and RF simulations represent fully physical, CAD
timescale, coupled electrothermal simulation of microwave
power devices and circuits. The corresponding analytical
thermal description is 3-D and “nearly exact,” and the quasi-2D
electrical simulation is fully physical in 3-D but with neglect of
any “end effects” due to finite active device finger width.

The LPM has not yet been implemented in HB in fREEDA.
The proposed implementation of the time-domain LPM will be
based on the quasi-periodic Fourier transform [29] or the mod-
ified FFT approach due to Borich [30]. Highly efficient HB
will require frequency-domain formulation of the LPM. The
time-domain form of the LPM has already been implemented

in 1-tone and 2-tone HB simulation by Snowden, e.g., [38] and
the LPM has been formulated in frequency space by Xuan and
Snowden [39].

The combination of the LPM with fREEDA offers a unique
capability for fully physical, coupled EM-electrothermal simu-
lation.

V. EM ADMITTANCE MATRIX MODEL

The EM precomputation, required for description of a struc-
ture such as the -band array considered here, in a global, cou-
pled EM-electrothermal system level analysis, is now outlined.

The EM modeling environment for the full-wave analysis of a
waveguide-based aperture-coupled patch amplifier array, Fig. 1,
is based on a decomposition of the entire structure into elec-
tromagnetically coupled modules. This includes transmit and
receive rectangular waveguide tapers attached to the-port
aperture-coupled patch array waveguide transitions (divider and
combiner), waveguide-to-microstrip line junctions and ampli-
fier circuits. Each module is simulated using the most efficient
numerical technique resulting in the GSM of propagating and
evanescent modes. An overall response of the entire array is ob-
tained by cascading the responses of the individual modules.
Finally, the computed -parameters are converted into-pa-
rameters in order to interface the EM analysis to the microwave
circuit model described above.

The EM algorithm for complete modeling of the amplifier
array was described in detail in [40], where all passive EM
structures and amplifier networks are interfaced by cascading
the GSMs of individual modules. In particular, an integral
equation formulation for the induced electric and magnetic
surface current density discretized via the method of moments
was developed for a waveguide-to-aperture-coupled patch
array, resulting in the GSM of the -port spatial power
divider/combiner. The numerical solution of a coupled system
of integral equations provides an accurate characterization
of all possible resonance and coupling effects in the array,
including mode-to-mode coupling, mode-to-port coupling
and port-to-port coupling. An important part of this approach
is the development of electric dyadic Green’s functions for
layered rectangular waveguides. In this formulation, dyadic
Green’s functions are obtained in the form of partial expansion
over the complete system of eigenfunctions of the transverse
(cross-sectional) Laplacian operator with the 1-D characteristic
Green’s functions in the waveguiding direction. It is clearly
shown [41] that the analytical form of characteristic Green’s
functions for layered waveguides provides physical insight into
resonance and surface wave effects occurring in overmoded
layered waveguide transitions. This is related to the correlation
between transverse resonances in the waveguide cross-section
and surface waves propagating in a grounded dielectric slab
waveguide (substrate of the aperture-coupled patch array).

The GSM for a rectangular waveguide taper approximated
by double-plane stepped junctions was obtained using a mode-
matching technique similar to [42]. At the double-step plane
discontinuity the total field is expressed as a superposition of
propagating and evanescent TE and TM modes and the GSM
for each junction is obtained by matching the total power of all
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modes. The overall GSM of the waveguide taper is obtained by
cascading the individual GSMs of double-plane junctions.

A 3-D commercial finite element method program was used
to model waveguide-to-microstrip line transitions. The design
criterion is based on the impedance matching of the rectangular
waveguide and a microstrip line to operate with a resonance
frequency of 10 GHz.

It should be noted that the GSM approach utilized here en-
ables the cascading of EM partial modules as well as supporting
circuit ports with total current and voltage as required for inter-
facing to the circuit model.

Thermal and EM precomputation of network parameters
then allow fully coupled EM-electrothermal global simulation
on CAD timescales.

VI. COMPATIBILITY ISSUES

The distributed thermal and EM models in fREEDA are based
on generalized network parameters. The thermal description can
be time or frequency domain; the EM description is purely fre-
quency domain. In contrast, the present implementation of the
LPM in fREEDA is only time domain. This can produce com-
patibility issues which are now discussed briefly.

The frequency-domain thermal and EM descriptions can
work simultaneously with the time-domain LPM in fREEDA,
but there are associated performance limitations. Currently,
there does not exist in the literature a totally satisfactory
solution to the time-domain representation of elements defined
by frequency-domain sampled data and this problem remains
a challenge. The two approaches that have been adopted in
fREEDA to attempt to solve this problem are described below.

The first approach is the convolution-based transient analysis
described in [8]. A number of techniques were implemented
to reduce the computational requirements of the convolution
though the effect of some of these techniques on causality were
not investigated. With respect to bandwidth, EM-parameters
are needed over a wide range of frequencies to obtain the im-
pulse response with enough resolution for the transient simu-
lation. Frequency-domain treatment of the thermal system in
convolution-based transient analysis is particularly problematic,
due to extremely long thermal time constants and is avoided in
all convolution transient simulations by use of the time-domain
thermal model. The time-domain LPM can be used with the fre-
quency-domain EM model in this convolution approach, but the
computational cost is high.

The second approach was the pole–zero approximation by
Beyene and Schutt-Ainée [43]. The main problem here is that
this method works well only up to a certain number of poles,
otherwise the numerical errors in the determination of the coef-
ficients are dominant. As with any rational polynomial transfer
function, this method by Beyeneet al. is causal and it gener-
ates a macromodel (matrix of transfer functions) that is stable.
(However, as noted in the paper by Achar and Nakhla [44], the
macromodel is not guaranteed to be passive.) This method can,
again, work with the time-domain LPM.

The frequency-domain thermal model can also be used in
transient electrothermal simulation (with the time-domain
LPM) using this technique, but only at the cost of thermal

model order reduction from its essentially exact analytical
thermal impedance matrix form (matrix of Laplace transform
-space transfer functions ).
It should also be noted that recently a new electrothermal tran-

sient analysis has been implemented, based on direct inclusion
of the time-domain thermal impedance matrix (step response) in
the MNAM, which allows transient electrothermal cosimulation
without requiring the near-exact analytical thermal impedance
matrix model to be cast in (reduced) explicit pole–zero form.
Further details will be presented elsewhere. This approach could
also be used in coupled EM simulation as an alternative to the
techniques described above.

As indicated in Section IV, efficient implementation of the
LPM in HB simulation will require formulation of the LPM
in the frequency domain (strictly giving a spectral balance de-
scription). The time-domain LPM has already been used di-
rectly in HB simulation and could possibly be implemented in
fREEDA using the quasi-periodic Fourier Transform or a mod-
ified FFT approach. However, this direct time-domain method
will be slow due to the computational costs of repeatedly evalu-
ating the time-domain LPM response at a resolution determined
by high fundamental frequencies, but over a period determined
by low difference frequencies. An alternative approach might be
for the LPM to be described in the time domain but using time
derivative information instead of previous history for dynamic
effects. This approach will be investigated.

VII. EXPERIMENTAL VALIDATION

The simulation program discussed above has been con-
ducted jointly and developed iteratively, with a program of
experimental characterization, both EM and thermal. During
the past several years, a research-prototype electrooptic (EO)
near-field imaging system has been under development at the
University of Michigan. The EO field-mapping technique, in
which various EO crystals have been utilized as both electric
field and temperature sensors, has been demonstrated to pro-
vide a thorough picture of the physical phenomena underlying
the operation of a variety of microwave integrated circuits,
antennas and arrays [45], [46].

In particular, due to its spatial resolution, which has been
demonstrated to be on the order of 5m, the EO system is
very effective at isolating precisely, malfunctioning sections of
a network or specific elements of a device under test during the
actual operating conditions. The extremely fast response of an
EO crystal to a time-varying field, along with the use of ul-
trashort-pulse-duration lasers to probe the effect of the elec-
tric-field on the EO crystal, has allowed the demonstration of a
measurement bandwidth for the field-mapping system that ex-
ceeds 100 GHz. In addition, by utilizing the field-sensitive axes
present in EO crystals, it is possible to map three vectorial field
components separately. Furthermore, since all of the RF instru-
ments in the EO measurement system have a 10-MHz common
reference signal that originates with the phase-locked laser, it is
possible for the EO system to obtain the amplitude and phase of
the electric field simultaneously during the imaging process. Fi-
nally, a noncontact measurement configuration combined with
optical-fiber-coupled, low-dielectric-constant EO crystals [47]
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Fig. 9. Infrared thermal image of a lateral cross-section of theX-band
“tray/card” MMIC array, showing five MMIC die.

makes the field-mapping system less intrusive to a device under
test than any other near-field measurement method.

It is also possible for the EO system to map simultaneously
both electric field and temperature distributions, by utilizing an
optical absorption modulation that takes place at certain probe-
laser wavelengths within semiconductor EO crystals. This ac-
complishment takes advantage of two important facts: not all
of the laser light sampling the radiated electric field is coher-
ently modulated by the high-frequency field; and the bandgap
of GaAs is essentially changing linearly in a large temperature
range of interest for our laser wavelength. This allows for the
combined electrothermal examination of active microwave and
millimeter-wave circuits with a single probe and the ability to
calibrate electric field data that is corrupted when the probe is
placed in areas where temperature variations are present. The
technique has been used to compare electric and thermal fields
on a patch antenna radiating high-power [48] and it is now being
applied to the combined electrothermal examination of the mi-
crowave elements in the quasi-optical power-combining array
described here.

A. Experimental Results

Infrared thermal images of the -band spatial power com-
biner have been obtained using an Inframetrics ThermaCam,
Fig. 9.

Allowing for the difficulties of emissivity correction and
specification of external heat flux coefficients and uncertain-
ties in device and material parameters, agreement between
experiment and simulations is found to be reasonable, partially
validating the global model.

Thermocouple measurements were also made internally and
externally to the -band array at turn-on. Supply voltage to the
MMIC amplifiers was 6.001 V and total current drawn 3.285 A,
giving a dc power dissipation of 19.7 W. Fig. 10 shows mea-
sured point temperature traces at: the bottom of the third tray in
the “tray/card” power combiner stack (Tray 3); at the base of the
power amplifier array (Base); and on top of the array (Top). The
lowest trace represents room temperature (Room). As expected,
the bottom of tray 3, at the center of the aluminum framework,

Fig. 10. Thermocouple measurements of temperature rise inX-band array at
turn on.V = 6:001 V, I = 3:285 A, power= 19:7 W.

Fig. 11. Measured globalS-parametersS for theX-band array as a function
of frequency and temperature. Initial ambient temperature: solid line. Maximum
temperature: dashed line.

is at the highest temperature. The temperature variation across
the array is less than 5 K at the maximum measured tempera-
ture rise of 27 K (after 35 min). The vertical dashed line is at

s at which time the power was turned off. Prior to
turn-off, temperature is seen to be rising steadily and has not
reached asymptotic steady state. Additional thermocouple mea-
surements were made on the vertical external faces of the array
and gave temperatures similar to the base and top, confirming
the uniformity of the array temperature distribution.

Scattering characteristics (return loss and gain) of the en-
tire amplifier array, Fig. 1, were studied for different thermal
regimes by conducting an experiment in which a horn antenna
was used to feed the array at both the input and output. The 55
patch array was placed within the center of the horn so that the
ground plane of the array was in contact with the aperture of the
horn. Dimensions for patch and slot antennas, substrate thick-
ness, dielectric permittivity of the substrate and other geomet-
rical and material parameters of the amplifier array are given in
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Fig. 12. Measured globalS-parametersS for theX-band array as a function
of frequency and temperature. Initial ambient temperature: solid line. Maximum
temperature: dashed line.

[40]. Figs. 11 and 12 demonstrate a small-signal gain () and
return loss ( ) of the -band amplifier array at different tem-
perature levels, corresponding to ambient temperature at turn-on
(solid line) and 25-K temperature rise of the aluminum frame-
work at turn-off (dashed line).

It can be seen that the increase in temperature results in the
change (decrease) of the small-signal gain by up to approxi-
mately 1 dB. Measured scattering characteristics and
demonstrated a good isolation of the input and output of the
array at different temperature levels. (Note that in this design,
Fig. 1, the input is at port 1 and the output is at port 2.)

VIII. SIMULATION RESULTS

Fig. 13 shows the results of a coupled EM-electrothermal,
single-tone HB simulation of the spatial power combining array.
This figure represents the first global simulation of such a struc-
ture. The figure illustrates the impact of thermal effects on total
system output voltage waveform at the output waveguide.

The calculated response is sensitive to the thermal boundary
conditions employed in describing the MMIC array. These are
dependent on surface emissivity which is not a well specified
parameter. Simulations show that transient rise time to steady
state and the steady-state temperature achieved, are both highly
sensitive to the value of surface emissivity and to the resulting
ratio of radiative to convective losses.

This is illustrated in the thermal simulation of Fig. 14 which
shows calculated transient response from turn on of the alu-
minum framework dissipating 20 W.

The calculation assumed heat loss purely by natural convec-
tion and radiation, with no heatsink mounting. As emissivity is
neither uniform nor well known, three different average values
were assumed: (corresponding to commercial alu-
minum sheet or rough plate); (corresponding to heavily
oxidized aluminum); and (corresponding to a matt
black surface). To estimate the surface heat flux coefficient,
grey-body radiation from all surfaces was assumed, in combi-

Fig. 13. Coupled EM-electrothermal, single-tone HB simulation of the
X-band spatial power combining MMIC array, illustrating thermal effects on
total system output.

Fig. 14. Temperature rise against time from turn-on, for theX-band array
dissipating 20 W, as a function of average surface emissivity.

nation with an approximation to laminar convection over flat
plates.

Fig. 14 predicts that temperature rises will be independent of
emissivity for the first 30 min, rising to 25 K above am-
bient (initial) temperature. This figure is seen to be in excellent
agreement with the measured temperature rise from turn-on of
the -band array, as described in Section VII-A, above. From
this point on, both rise time to steady state and corresponding
steady-state temperature are seen to be highly dependent on av-
erage surface emissivity, as illustrated in Table I.

Because of the high thermal conductivity of aluminum, the
temperature variation across the entire aluminum framework is
measured to be less than5 K at the 30 minute temperature
rise of 25 K. To contrast with the temperature uniformity
of this “tray/card” architecture, simulations and measurements
are now presented for a passive grid array, of the general form
illustrated in Fig. 2 [49]. The passive array considered consisted
of a 10 10 array of resistors mounted on an FR-4 substrate,
5 5 cm . A Thermacam image of this array, dissipating 2 W
and essentially free-standing in a vertical plane, with the bottom
edge at an angle of 45to the horizontal, is illustrated in Fig. 15.
The array is again cooled totally by radiation and convection
with no heatsink mounting.
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TABLE I
EFFECT OFAVERAGE SURFACE EMISSIVITY, ", ON: RISE TIME TO 90%OF

STEADY-STATE TEMPERATURE, � ; MAGNITUDE OFSTEADY-STATE TEMPERATURE,
T ; AND CORRESPONDINGPOWER DISSIPATION BY CONVECTION

(AS OPPOSED TORADIATION ) P

Fig. 15. Inframetrics Thermacam measurement of vertically mounted 10�10
passive array (5�5 cm ) mounted at an angle of 45. Convection means that
beam profile can be distorted by choice of orientation.

Because of the low thermal conductivity of the FR-4 substrate
temperature variation amounts to50 K across the whole array
and natural convection is seen to have a major impact on the
measured temperature profile, causing a marked asymmetry of
the temperature contours. Measured and simulated temperature
rises from turn-on for this system are illustrated in Fig. 16, along
with results of a corresponding simulation assuming AlN sub-
strate.

In contrast to the less than 1-dB decrease in forward gain,
, observed for the global -parameter measurements de-

scribed in Section VII-A, measurements for a 38-GHz three-
stage balanced amplifier MMIC described by the authors pre-
viously [12], showed a 4 dB decrease in forward gain for a

30 K rise in active channel temperature. (Note that the indi-
cated temperatures of 60C and 70 C in [12, Fig. 8] represent
a typographical error and the measured temperature range was
actually 40 C–70 C.) Taking this more sensitive temperature
dependence for illustrative purposes, Fig. 17 shows extrapolated
forward gain over a 10 10 MMIC array on FR-4 substrate.
This figure illustrates 5-dB variation in implying reduced
beam integrity, power added efficiency (PAE) and stability, due
to the MMIC base temperature variation across the array.

Fig. 16. Comparison of measured and simulated temperature rise, as a function
of time from turn-on, at the center of the FR-4 10� 10 passive array dissipating
2 W. Also shown, calculated temperature rise assuming an AlN substrate.

Fig. 17. ExtrapolatedS (in decibels) across a 10�10 MMIC array. 5-dB
variation implies reduced beam integrity, PAE, and stability, due to MMIC base
temperature variation across the array.

IX. DISCUSSION

The coupled EM-electrothermal model has been described
and partially validated by comparison against experiment
for two spatial power combining architectures illustrating
electrothermal effects. Some electrothermal issues for spatial
power combiner operation and modeling are now outlined.

A. Electrothermal Physics

Measurements have demonstrated temperature dependence
of forward gain in a MMIC amplifier decreasing up to
4 dB for a 30-K rise in temperature, depending on the nature
of the amplifier [12]. Such a temperature effect on amplifier per-
formance has been demonstrated here to have an1-dB impact
on global -parameters for a “tray/card” MMIC array (utilizing
different, two-stage, MMIC amplifiers).

Simulations have indicated that without active cooling, tem-
perature rises of spatial power combining arrays can be much
larger than 30 K, depending crucially on factors like surface
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emissivity. Impact of temperature rise on global gain of such
amplifiers could be significant. Transient temperature variation,
either at turn-on or under pulsed operation, could then be im-
portant for large structures with a high heat capacity. Rise time
to steady state and steady-state operating temperatures in such
systems are greatly dependent on the corresponding surface flux
boundary condition.

Spatial temperature nonuniformity can also be an issue in
MMIC arrays, though this is largely determined by the mag-
nitude of the thermal conductivity of the substrate. High con-
ductivity substrates, such as Al or AlN, give rise to small vari-
ation between MMIC base temperatures. However, such sub-
strates can be bulky, heavy, fragile, or expensive. Low cost, ro-
bust substrates, compatible with conventional electronic system
technology can give large temperature nonuniformity effects,
due to low thermal conductivities, potentially impacting beam
formation and giving a dependence on device orientation due to
surface convection [49].

Temperature rises of power combining systems are ultimately
determined by surface flux losses or heat sinking. While un-
wanted thermal effects can always be ameliorated by sufficient
active cooling, such cooling imposes penalties in terms of a
power overhead and reduced efficiency and in size and weight
of power combining systems. Where such considerations are
important, the modeling tools described here can be expected
to help in optimization of thermal design. In such global de-
sign, substrate conductivity, diffusivity, specific heat and device
volume are key issues.

At MMIC level, all the standard considerations in thermal
design apply. Time constants and steady-state temperature in the
vicinity of the device channel are sensitive to the volume of the
active region, the geometry of the MMIC die and to detailed
structure like surface metallization, air bridges, vias, and base
metallization.

Electrothermal interactions can be exhibited as: hot spot for-
mation, thermal runaway and burn-out; heating effects on re-
duced mobility and forward gain; thermal intermodulation dis-
tortion and spectral regrowth; parasitic thermal voltages at metal
1-metal 2 contacts; thermal feedback, input–output coupling,
and electrothermal oscillations.

Although MMIC design and global power combiner struc-
ture can be largely decoupled, the modeling tools described here
allow individual design at both ends of this spectrum, as well
as allowing global simulation of the whole structure with accu-
rately generated time constants from device channel to MMIC
array. This allows, in principle, study of any coupling effects
between subsystems with differing thermal time constants, that
might arise as a result of system nonlinearity, e.g., thermal in-
termodulation distortion. An investigation of thermally induced
memory effects and how they might interact with electrical ter-
minations of similar time constants will be presented elsewhere.
Preliminary studies have been presented in [50] and [51]. At
system level, electrothermal interactions can potentially affect
reliability, efficiency, beam formation, and nonlinear distortion.

B. Modeling Issues

A number of electrothermal modeling issues are raised by the
simulation of whole spatial power combining systems.

1) Heat flow must be described in a fully 3-D fashion. 2-D
simulations have been shown to be inadequate [52], [53].
CAD timescale electrical device descriptions can be
(quasi-2D, i.e., 3-D though ignoring “end effects,” but
must be properly coupled to a 3-D heat flow model. The
method described in this paper avoids approximation of
thermal boundary conditions at the limits of the (much
smaller) electrical simulation domain.

2) Nonlinearity of the heat diffusion equation (temperature
dependent material parameters), as well as nonlinearity of
surface fluxes, impact steady-state temperature and time
constants. External boundary conditions due to convec-
tion and radiation must be fully treated in large area sys-
tems.

3) Accurate calculations of thermal response require full
treatment of device structural detail from MMIC to
MMIC array level.

4) Thermal models must be compact to allow CAD
timescale coupled electrothermal solution.

5) At the circuit level there is an intrinsic problem due to
the huge range of time constants varying from100-GHz
signals to 10 000-s transients.

6) Circuit level simulations must also represent the true na-
ture of complex signal formats such as CDMA.

7) The electrothermal model must treat accurately multitone
spectra and ACPR, with asymmetry due to memory and
hysteresis effects (due to trapping, thermal intermodula-
tion and bias impedance).

X. CONCLUSION

The first CAD tool capable of global, coupled EM-elec-
trothermal simulation of a whole microwave subsystem has
been outlined and illustrated for the first time by simulation of a
whole spatial power combining array. Parallel developments in
thermal and EM measurement have allowed partial validation
of the model. Electrothermal issues for the operation and the
modeling, of spatial power combining systems have been indi-
cated. The global CAD tools and characterization techniques
described here will allow design optimization and study of fun-
damental physics, in the operation of spatial power combiners
for use as high power sources at millimeter wavelengths.
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